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Complete Case Analysis 

Did Facebook engage in Information Warfare? Why or why not? Is Facebook 

responsible in any way for the outcome of the 2016 election? Why? 

INTRO 

From 2012-2016, Facebook had repeatedly played a large role in political influence. 

Whether it was an “I Voted” button, political ads, or individual personalized news feeds, they all 

resulted in having more people vote, and more traction on the platform, at the cost of users 

having an obfuscated understanding of the information around them. Furthermore, this, coupled 

with their “Trending” algorithm growing in size, gave way to Russian disinformation campaigns 

having far reach by spreading conservative content. As a result, the social media platform 

inadvertently became a place for information warfare, causing chaos, and swaying public 

opinion. Even though Facebook did not intend for this spread of propaganda, its algorithmic 

policies and lack of involvement in regulating the information facilitated that constant stream. In 

this Case Analysis I will argue that Deontology shows us that Facebook did engage in 

information warfare because of how their algorithms neglected the autonomy of individuals, and 

further that they were partly responsible for the election because of how their targeted 

advertisements influenced the decisions of voters. 



PRIER 

Prier’s concepts focus on how social media can be a weapon through trends and how its 

traction can be a foundation for spreading propaganda. Together, the concepts are shown through 

the factors that influence trends which are “(1) A message that fits an existing, even if obscure 

narrative; (2) a group of true believers predisposed to the message; (3) a relatively small team of 

agents or cyber warriors; (4) a network of automated “bot” accounts.” Because the Russian 

campaigns had resources like the Internet Research Agency and the narrative of the 2016 

election, they were able to quickly and effectively influence political trends on Facebook (Prier, 

2017, pp. 52, 67). 

Furthermore, their amount of and different forms of reach exercise the three methods for 

controlling trends which are trend distribution, hijacking, and creation. For distribution, because 

Facebook’s News Feed feature emphasized engagement and a method that took that form was 

outlandish information, it amplified possible reach for propaganda within trends. With trend 

hijacking, because a core requirement is using followers and fake accounts to spread a message, 

the Russian disinformation campaigns were able to easily spread their message of conservative 

content due to the trends at the time. Finally, trend creation is the most powerful, but requires the 

most capital, a bot network, and a scope of the social media landscape. However, Facebook’s 

algorithms made this apparent with the different forms of content that Russia’s campaigns used 

and their total reach (Madrigal, 2023, p. 7; Prier, 20 p. 54).  

According to Madrigal, a portion of 6 out of the 470 pages of Russian content was shared 

340 million times. For that to be totaled with the remaining pages created the potential for 

billions of shares and views, highlighting the potential for trend creation with that level of 

traction (2023, p.18). Due to these numbers, these disinformation campaigns likely managed to 



have a solid influence on trends and even create some, causing the dissemination of 

disinformation to sway public opinion.  

While Russia generated the disinformation campaigns during the 2016 election, 

Facebook as a platform also shares involvement in this information warfare due to a lack of 

consideration of a deontological approach with their algorithms. Two key factors in the morality 

of a deontological action come from the intent of action and duty toward respecting individuals. 

In the case of Facebook, neither factor was applied to their algorithm’s large reach.  

Because the intent of the News Feed feature is about generating as much engagement, 

and therefore revenue, as possible, it is about users being a means to an end and not an end itself 

which from a deontological perspective is immoral. Furthermore, that intent is also reflected in 

their respect for their users’ autonomy. Due to their algorithm having very few restrictions 

toward the disinformation campaigns and affecting voting behavior in the 2016 election, that 

lack of action for regulation is immoral by not fostering a platform to promote true information 

and uphold the democratic process. This would allow users to have autonomy by not being 

manipulated to think a specific way and having their opinions be the primary factor in their 

voting behavior.  

As stated before, the primary action for Facebook to lessen its engagement in this 

information warfare is to have more regulation of its algorithm’s ability to spread content. This 

can take the form of a third-party organization doing content moderation to remove false 

information specifically and, in turn, create a positive informational environment. Another 

method for improving the platform’s political involvement would be warnings to consider the 

content they are taking and correctly research its accuracy. This shows the clear intent of the 



user’s individuality and grants them the autonomy to have their activity on the platform be the 

result of their choices and not the result of manipulated ones. 

SCOTT 

Scott’s article also provides important concepts about how the cultivation of this 

connected environment needs to be managed similarly to the regulations on driving or owning a 

weapon. Additionally, a form of this cultivation is the “global village” which is an environment 

that primarily houses hostility and conflict due to the easy spreading of disinformation (Scott, 

2018, p. 2). Because a key feature of Facebook’s News Feed feature includes personalized news 

for everyone, this created a significant contribution toward disinformation due to there being no 

cohesive source for everyone to understand one another, causing a feedback loop of polarization.  

This lack of a cohesive source of information that everyone understood was only further 

enabled by the types of warfare that took place to destabilize the platform further. The first type 

of warfare is the “4th Generation Warfare” model, which includes tactics around causing 

destabilization and disruption through terrorism, guerrilla, and information warfare. It’s 

primarily used by “non-state actors (and/or non-state proxy forces for hostile states)” who can’t 

be easily discerned by the public due to the refusal of direct combat and the immediate retreat 

(Scott, 2018, p. 4). In the case of Facebook, Russia could be considered a non-state proxy force 

and heavily exercised this form of warfare by utilizing the feature of personalized news to hide 

behind users’ differing feeds while continuing to spread disinformation rapidly. 

The other form of warfare that was used was the “Open Source Warfare” (OSW) model. 

OSW involves “a large number of small groups, often holding divergent essential principles, 

who …, have subordinated their individual goals to the common goal of the movement” (Keith, 

2018, p. 4). This form of information warfare was not only by the Russians who wanted to 



disrupt the democratic process, but it was also utilized by multiple other networks and websites 

with the incentive to capitalize on the engagement. For example, according to Madrigal, there 

were 100 pro-Donald Trump websites in “a town of 45,000 in Macedonia” which existed purely 

to generate revenue despite the misinformation that was being peddled and the effect it would 

have on people’s opinions (Madrigal, 2017, p. 16).  

Applying Deontology to Scott’s concepts further proves how Facebook was involved in 

information warfare. With the global village, while its purpose for differing perspectives is 

natural, its scale on Facebook’s platform and potential for disinformation was far greater due to 

personalized news feeds and targeting tactics. This shows a lack of respect from Facebook by not 

allowing its users to engage with differing information naturally and to make their own choices; 

instead, they were targeted with misinformation to change opinions for engagement alone. For 

either form of warfare, Facebook’s algorithm created a large reach for disinformation, and 

because of that, it also showed no sign of duty to its users by having no restrictions or regulations 

on the algorithm’s reach. 

However, one way that Facebook could show more respect to its users is through 

transparency. By being transparent about how the algorithm works and shows specific content, 

users become more aware of the information they see, which also improves the ability to spot 

misinformation. This action shows respect for users by reducing the potential for misinformation 

and allowing users to not be unaware of manipulation or targeting. Another action that could be 

taken is restrictions on the potential reach of the algorithm itself. By hindering the algorithm, it 

also reduces the reach for disinformation and therefore its ability to have an overwhelming 

manipulative effect. Furthermore, it shows a form of duty toward users by having a platform that 

allows for free discourse but not political manipulation. 



CONCLUSION 

In conclusion, while Facebook did not foster a platform to generate information warfare, 

its lack of action in restricting its algorithm still allowed for the spreading of disinformation 

during the 2016 election. This at a minimum, involves the platform for engaging in both 

information warfare and the election. Prier’s concepts on the factors of influence and controlling 

trends show how the Russian disinformation campaigns were able to have their reach due to 

Facebook’s algorithms and the amount of traction it was meant to generate. Scott’s introduction 

of the global village and the different types of information warfare also highlight how 

Facebook’s design and inaction to restrict its News Feed paved the way for more polarization 

among users through personalized news and multiple actors spreading misinformation at the 

same time for a large profit. Furthermore, a deontological perspective reveals the lack of respect 

or duty that Facebook gave to users by allowing its algorithm to manipulate their behavior and 

having no preventative measures to combat misinformation being put onto the platform. 

However, there is an argument that can support Facebook not engaging in information warfare. 

An argument can be made that because the platform operates on neutrality and does not 

purposely push a political narrative, it cannot be culpable for information warfare due to there 

being no wanted gain other than engagement. While it is true that Facebook as a platform 

politically emphasizes neutrality, that doesn’t mean that the platform itself cannot be utilized by 

its users or other parties to push a political narrative using engagement heavily. The amount of 

reach that the disinformation campaigns had proved that while Facebook is a neutral platform, 

having no restrictions in its algorithm pushed a political narrative, which includes the platform in 

the information warfare and therefore, the 2016 election.  
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