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Article Review #1: How Well Can Humans Spot Deepfakes?
What IS a deepfake?
	A deepfake is, according to the journal article, “an entity that is created by complex algorithmic computation with minimal, if any, human supervision (hence ‘deep’) that falsely represents reality (‘fake’)”. Thanks to previous articles talking about the rise of deepfakes, we know that they fall into three categories: Head puppetry, face swapping, and lip syncing. Face swapping, of course, is the most common form of deepfaking. It has been widely used to make politicians say inappropriate things, or swap actors faces onto another person.
How is this problematic?
	This has become an increasingly difficult situation to navigate in the 21st century. People nowadays tend not to trust news when distributed online. In a Reuters survey conducted in 2020, 56% of people who were sampled across 40 countries, are concerned about the accuracy of news that is found online. In general, there is also less trust in the news, which fell from 44% in 2018 to 38% in 2020.
How does this relate to the principles of the social sciences?
	This topic relates to the skepticism principle. Skepticism is the principle that all claims should be questioned and critically examined rather than accepted at face value. In this case, the skepticism stems from deepfakes and people’s reluctance to trust not just the news, but other sources of media as well, such as songs or videos. 
What are the specifics of this study?
	The study’s research question is can people be able to reliably distinguish (GAN-generated (or deepfake) faces from real ones? The hypotheses are that people will misclassify a nontrivial proportion of deepfake images as real (i.e. human performance is imperfect). Certain factors (like image quality, artifacts, and individual differences in vision) will influence detection accuracy. Detection accuracy for real vs. fake images will differ (i.e. asymmetry in false positives / false negatives). The independent variable here is image type (deepfake or real). The dependent variable is detection accuracy.
What research methods were used?
	The research method that was used in this study was an experimental online survey. Participants were randomly assigned to four groups. One was a control group and the rest of the groups had assistance interventions. Each participant was asked to identify 20 images, with half of them being fake and half of them being GAN-generated. They answered with whether or not is was AI generated, reported how confident they were in their answers, and gave their reasoning for their answers.
What were the types of data and analysis?
	The two types of data that is used in any study are quantitative data and qualitative data. In this case, the quantitative data is detection accuracy (whether the participants’ answers were correct or incorrect) and confidence ratings. The qualitative data is the explanations for why the participants thought an image was real or fake. The analysis was stastistical tests which compared accuracy across groups and interventions.
How does this article relate to the PowerPoints?
	This article relates to the PowerPoints discussed in class by three topics. Those three topics are threat landscape, humand factors, and expiremental design. Threat landscape is used here, as deepfakes are framed as an extremely serious threat to humanity. Human factors are also used here by highlighting human limitations, which coincides with social engineering and trust in online information. Finally, expiremental design is used here by the randomized group assignment and IV/DV framework tying directly to research methods covered in class.
How is this study relevant to marginalized groups?
	Marginalized groups are often targeted by deepfakes. Unfortunately, the most common uses for deepfakes are non-consensual sexual imagery, political manipulation, and harassment. These groups are less protected in law and media, so detection failures and confidence mismatches might amplify their harm. This study’s findings show that without technological or policy interventions, these groups remain vulnerable.
What are the overall contributions to society?
	This study demonstrates that humans cannot reliably detect deepfakes. It also shows that interventions tested were not effective. This stresses the need for better tools and possible awareness campaigns. Finally, this calls for urgent action—techologcial, legal, and educational—to mitigate risks that are posed by deepfakes.
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